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Abstract

Contrastive learning has become a dominant approach
in self-supervised visual representation learning. Hard
negatives - samples closely resembling the anchor - are
key to enhancing learned representations’ discriminative
power. However, efficiently leveraging hard negatives re-
mains challenging. We introduce SynCo (Synthetic negatives
in Contrastive learning), a novel approach that improves
model performance by generating synthetic hard negatives
on the representation space. Building on the MoCo frame-
work, SynCo introduces six strategies for creating diverse
synthetic hard negatives on-the-fly with minimal computa-
tional overhead. SynCo achieves faster training and bet-
ter representation learning, reaching 67.9% top-1 accu-
racy on ImageNet ILSVRC-2012 linear evaluation after
200 pretraining epochs, surpassing MoCo’s 67.5% using
the same ResNet-50 encoder. It also transfers more ef-
fectively to detection tasks: on PASCAL VOC, it outper-
forms both the supervised baseline and MoCo with 82.5%
AP; on COCO, it sets new benchmarks with 40.9% AP for
bounding box detection and 35.5% AP for instance segmen-
tation. Our synthetic hard negative generation approach sig-
nificantly enhances visual representations learned through
self-supervised contrastive learning. Code is available at
https://github.com/giakoumoglou/synco.

1. Introduction

Contrastive learning has emerged as a prominent approach
in self-supervised learning, significantly advancing represen-
tation learning from unlabeled data. This technique, which
discriminates between similar and dissimilar data pairs, has
shown premise in visual representation tasks. Seminal works
such as SimCLR [7] and MoCo [21] established instance
discrimination as a pretext task. These methods generate
multiple views of the same data point through augmentation,
training the model to minimize the distance between positive

Figure 1. SynCo extends MoCo [9, 21] by introducing synthetic
hard negatives generated on-the-fly from a memory queue. The
process begins with two augmented views of an image, xq and xk,
processed by an encoder and a momentum encoder, respectively,
producing feature vectors q and k. The memory queue holds neg-
ative samples n1,n2, . . ., which are concatenated with synthetic
hard negatives s1, s2, . . . generated using the SynCo strategies.
These combined negatives are used to compute the affinity matrix,
which, together with the positive pair (query q and key k), con-
tributes to the InfoNCE loss calculation.

pairs (augmented views of the same instance) while maxi-
mizing it for negative pairs (views of different instances).

Despite its effectiveness, instance discrimination faces
challenges. A key limitation is the need for numerous nega-
tive samples, often leading to increased computational costs.
For example, SimCLR requires large batch sizes for suffi-
cient negatives [7]. While approaches like MoCo address
some issues through dynamic queues and momentum en-
coders [9, 21], they still face challenges in selecting and
maintaining high-quality hard negatives.

Recent studies have highlighted the importance of care-
fully crafted data augmentations in learning robust represen-
tations [3, 7, 9, 12, 24, 36, 41, 47]. These transformations
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likely provide more diverse, challenging copies of images,
increasing the difficulty of the self-supervised task. This
self-supervised task is a pretext problem (e.g., predicting im-
age rotations [14] or solving jigsaw puzzles [34]) designed
to induce learning of generalizable features without explicit
labels. Moreover, techniques that combine data at the pixel
level [53, 56] or at the feature level [45] have proven effective
in helping models learn more resilient features, leading to
improvements in both fully supervised and semi-supervised
tasks.

The concept of challenging negative samples has been
explored as a way to enhance contrastive learning models.
These samples, which lie close to the decision boundary,
are crucial for refining the model’s discriminative abilities.
Recent work like MoCHI [24] has shown improvements by
incorporating harder negatives. Our work builds on this idea
by proposing novel strategies for synthetic hard negative
generation.

In this paper, we present SynCo (Synthetic negatives in
Contrastive learning), a novel approach to contrastive learn-
ing that leverages synthetic hard negatives to enhance the
learning process. Building on the foundations of MoCo,
SynCo introduces six distinct strategies for generating syn-
thetic hard negatives, each designed to provide diverse and
challenging contrasts to the model. These strategies include:
interpolated negatives; extrapolated negatives; mixup neg-
atives; noise-injected negatives; perturbed negatives; and
adversarial negatives. By incorporating these synthetic sam-
ples, SynCo aims to push the boundaries of contrastive learn-
ing, improving both the efficiency and effectiveness of the
training process.

The main contributions of our work are as follows:
1. We introduce SynCo, a novel contrastive learning ap-

proach that improves representation learning by leverag-
ing synthetic hard negatives. SynCo enhances the discrim-
inative capabilities of models by generating challenging
negatives on-the-fly from a memory queue, using six
distinct strategies that target different aspects of the fea-
ture space to provide a comprehensive approach to hard
negative generation. This process improves model per-
formance without significant increases in computational
demands, achieving faster training and better representa-
tion learning.

2. We empirically show improved downstream performance
on ImageNet ILSVRC-2012 by incorporating synthetic
hard negatives, demonstrating improvements in both lin-
ear evaluation and semi-supervised learning tasks.

3. We show that SynCo learns stronger representations by
measuring their transfer learning capabilities COCO and
PASCAL VOC detection, where it outperforms both the
supervised baseline and MoCo.
The paper is structured as follows: Section 2 reviews re-

lated work; Section 3 explores hard negatives in contrastive

learning; Section 4 introduces our synthetic hard negatives
method; Section 5 presents experimental results; and Sec-
tion 6 concludes the paper.

2. Related Work

2.1. Contrastive Learning
Recent contrastive learning methods focus on instance dis-
crimination as a pretext task, treating each image as its own
class. The core principle involves bringing an anchor and
a ”positive” sample closer in the representation space while
pushing the anchor away from ”negative” samples [7, 25].
Positive pairs are typically created through multiple views of
each data point [41], using techniques such as color decom-
position [40], random augmentation [7, 21], image patches
[44], or student-teacher model representations [6, 15, 35].
The common training objective, based on InfoNCE [44] or
its variants [7, 12, 43, 52], aims to maximize mutual infor-
mation [2, 22], necessitating numerous negative pairs. While
some approaches use large batch sizes [7] to address this, oth-
ers like MoCo [9, 21], PIRL [32], and InstDis [49] employ
memory structures. Recent advancements explore strate-
gies such as invariance regularizers [33], dataset-derived
positives [12], and unified contrastive formulas [39]. Some
methods eliminate negative samples through asymmetric
Siamese structures or normalization [6, 8, 15], while others
prevent model collapse via redundancy reduction [54] or reg-
ularization [4]. Despite these innovations, the fine-grained
nature of instance discrimination can lead to false-negative
pairs [58].

2.2. Hard Negatives
Hard negatives are critical in contrastive learning as they
improve the quality of visual representations by helping to
define the representation space more effectively. These chal-
lenging yet relevant samples are harder to distinguish from
the anchor point, enabling the model to better differentiate
between similar features. The use of hard negatives involves
selecting samples that are similar to positive samples but
different enough to aid in learning distinctive features. Dy-
namic sampling of hard negatives during training prevents
the model from easily minimizing the loss, enhancing its
learning capabilities [7, 21]. Various approaches have been
proposed to leverage hard negatives effectively. For instance,
MoCo [21] utilizes a dynamic queue and momentum-based
encoder updates to maintain fresh and challenging negatives
throughout training. Other methods, such as SimCLR [7]
and InfoMin [41], suggest adjusting the difficulty of nega-
tive samples by varying data augmentation techniques. This
progressive increase in task difficulty benefits the training
process. Building on these ideas, MoCHI [24] has explored
integrating hard negative mixing into existing frameworks
to further improve performance. By employing these meth-
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ods, models become more adept at handling detailed and
complex tasks, ensuring each negative sample significantly
contributes to optimizing learning outcomes and boosting
overall model effectiveness.

2.3. Synthetic Features
Synthetic feature generation is a widely used method to en-
hance deep learning models, especially in cases with limited
labeled data. By adding synthetic features to the represen-
tation space, models improve in generalization and perfor-
mance. Some methods have generated features for unseen
classes using generative models [18, 38, 50], while others
have integrated these into self-supervised and contrastive
learning frameworks [29, 57]. Models that combine genera-
tion with representation spaces have also shown success in
zero-shot learning [17]. In contrast, our approach directly
generates synthetic hard negatives in contrastive learning,
improving representation without additional generative mod-
els.

3. Preliminaries
3.1. Contrastive Learning
Contrastive learning seeks to differentiate between similar
and dissimilar data pairs, often treated as a dictionary look-
up where representations are optimized to align positively
paired data through contrastive loss in the representation
space [21]. Given an image x, and a distribution of image
augmentation T , we create two augmented views of the same
image using the transformation tq, tk ∼ T , i.e., xq = tq(x)
and xk = tk(x). Two encoders, fq and fk, namely the query
and key encoders, generate the vectors q = fq(xq) and
k = fk(xk) respectively. The learning objective minimizes
a contrastive loss using the InfoNCE criterion [44]:

L(q,k,Q) = − log
exp(qT · k/τ)

exp(qT · k/τ) +
∑
n∈Q

exp(qT · n/τ)

(1)
Here, k is fk’s output from the same augmented image as q,
and Q = {n1,n2, . . . ,nK} includes outputs from different
images, representing negative samples of size K. The tem-
perature parameter τ adjusts scaling for the ℓ2-normalized
vectors q and k. The key encoder fk can be updated in
two ways. In the synchronized update approach, fk is up-
dated synchronously with fq , maintaining identical weights
throughout training [7]. Alternatively, a momentum update
scheme can be employed, where fk is updated using the
equation: θk ← m · θk + (1−m) · θq [21]. Here, θk and θq
are the parameters of fk and fq respectively, and m ∈ [0, 1]
is the momentum coefficient. This momentum approach
allows fk to evolve more slowly, providing more consistent
negative samples over time and potentially stabilizing the

learning process. The memory bankQ can be defined in var-
ious ways, such as an external memory of all dataset images
[32, 40, 49], a queue of recent batches [21], or the current
minibatch [7].

The gradient of the contrastive loss in Equation (1) with
respect to the query q is given by:

∂L(q,k,Q)
∂q

= −1

τ

(
(1− pk) · k−

∑
n∈Q

pn · n

)
(2)

where

pzi =
exp(qT · zi/τ)∑
j∈Z exp(qT · zj/τ)

(3)

with zi being a member of the set Q ∪ {k}. The posi-
tive and negative logits contribute to the loss similarly to a
(K + 1)-way cross-entropy classification, with the key logit
representing the query’s latent class [1].

3.2. Understanding Hard Negatives

The effectiveness of contrastive learning approaches hinges
critically on the utilization of hard negatives [1, 16, 23, 24,
31, 49]. Current approaches face significant challenges in
efficiently leveraging these hard negatives. Sampling from
within the same batch necessitates larger batch sizes [7, 10],
potentially straining computational resources. Conversely,
maintaining a memory bank containing representations of
the entire dataset incurs substantial computational overhead
in keeping the memory up-to-date [9, 21, 32, 49]. These
limitations underscore the need for more efficient strategies
to generate and utilize hard negatives in contrastive learning
frameworks.

Hardness of negatives. The ”hardness” of negative sam-
ples, defined by their similarity to positive samples in the
representation space, determines how challenging they are
for the model to differentiate, directly impacting the effec-
tiveness of the contrastive learning process. Figure 2 il-
lustrates the evolution of negative sample hardness during
MoCo-v2 training on ImageNet-100. The plot depicts the
top 1024 matching probabilities pzi across different training
epochs. Initially, the distribution of these probabilities is
relatively uniform. However, as training progresses, a clear
trend emerges: fewer negatives contribute significantly to
the loss function. This observation suggests that the model
rapidly learns to distinguish most negatives, leaving only a
small subset that remains challenging. Such a phenomenon
underscores the importance of maintaining a diverse pool
of hard negatives throughout the training process to sustain
effective learning [24].
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Figure 2. Histogram of the top 1024 matching probabilities pzi ,
zi ∈ Q for MoCo-v2, over various epochs. Logits are organized
in descending order, and each line indicates the mean matching
probability across all queries [24].

Difficulty of the proxy task. The difficulty of the proxy
task in contrastive learning, typically defined by the self-
supervised objective, significantly influences the quality of
learned representations. Figure 3 compares the proxy task
performance of MoCo and MoCo-v2 on ImageNet-100, mea-
sured by the percentage of queries where the key ranks above
all negatives. Notably, MoCo-v2, which employs more ag-
gressive augmentations, exhibits lower proxy task perfor-
mance compared to MoCo, indicating a more challenging
learning objective. Paradoxically, this increased difficulty
correlates with improved performance on downstream tasks
such as linear classification [24]. This counterintuitive re-
lationship between proxy task difficulty and downstream
performance suggests that more challenging self-supervised
objectives can lead to the learning of more robust and trans-
ferable representations, motivating the development of strate-
gies to dynamically modulate task difficulty during training.

Figure 3. Performance comparison of MoCo, MoCo-v2, MoCHI,
and SynCo (under various configurations) on ImageNet-100 in
terms of accuracy on the proxy task (percentage of queries where
the key is ranked higher than all negatives).

4. Synthetic Hard Negatives in Contrastive
Learning

In this section, we present an approach for generating syn-
thetic hard negatives in the representation space using six
distinct strategies. We refer to our proposed approach as
SynCo (”Synthetic negatives in Contrastive learning”).

4.1. Generating Synthetic Hard Negatives
Let q represent the query image, k its corresponding key, and
n ∈ Q denote the negative features from a memory structure
of size K. The loss associated with the query is computed us-
ing the logits ℓ(zi) = qT ·zi/τ , which are processed through
a softmax function. We define Q̂ = {n1,n2, . . . ,nK} as
the ordered set of all negative features, where ℓ(ni) > ℓ(nj)
for all i < j, implying that the negative features are sorted
based on decreasing similarity to the query. The most chal-
lenging negatives are selected by truncating the ordered set
Q̂, retaining only the first N < K elements, denoted as Q̂N .

Interpolated synthetic negatives (type 1). For each query
q, we propose to generate N1 synthetic hard negative fea-
tures by mixing the query q with a randomly chosen fea-
ture from the N hardest negatives in Q̂N . Let S1 =
{s11, s12, . . . , s1N1

} be the set of synthetic negatives to be gen-
erated. Then a synthetic negative feature s1k ∈ S1 would be
given by:

s1k = αk · q+ (1− αk) · ni, αk ∈ (0, αmax) (4)

where ni ∈ Q̂N and αk is randomly sampled from a uniform
distribution in the range (0, αmax). The resulting synthetic
hard negatives are then normalized and added to the set of
negative logits for the query. Interpolation creates a synthetic
embedding that lies between the query and the negative in
the representation space. We set αmax = 0.5 to guarantee
that the contribution of the query is always less than that of
the negative. This is similar to the hardest negatives (type 2)
of MoCHI [24].

Extrapolated synthetic negatives (type 2). For each
query q, we propose to generate N2 hard negative features by
extrapolating beyond the query embedding in the direction
of the hardest negative features. Similar to the interpolated
method, we use a randomly chosen feature from the N hard-
est negatives in Q̂N . Let S2 = {s21, s22, . . . , s2N2

} be the
set of synthetic negatives to be generated. Then a synthetic
negative feature s2k ∈ S2 would be given by:

s2k = ni + βk · (ni − q), βk ∈ (1, βmax) (5)

where ni ∈ Q̂N and βk is randomly sampled from a uniform
distribution in the range (1, βmax). These synthetic features
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are also normalized and used to enhance the negative log-
its. Extrapolation generates a synthetic embedding that lies
beyond the query embedding in the direction of the hardest
negative. We choose βmax = 1.5.

Mixup synthetic negatives (type 3). For each query q, we
propose to generate N3 hard negative features by combining
pairs of the N hardest existing negative features in Q̂N . Let
S3 = {s31, s32, . . . , s3N3

} be the set of synthetic negatives to
be generated. Then a synthetic negative feature s3k ∈ S3

would be given by:

s3k = γk · ni + (1− γk) · nj , γk ∈ (0, 1) (6)

where ni,nj ∈ Q̂N and γk is randomly sampled from a
uniform distribution in the range (0, 1). The resulting syn-
thetic hard negatives are then normalized and added to the
set of negative logits for the query. Mixup combines pairs
of the hardest existing negative features to create a synthetic
embedding that represents a blend of challenging cases. This
is similar to the hard negatives (type 1) of MoCHI [24].

Noise-injected synthetic negatives (type 4). For each
query q, we propose to generate N4 hard negative features by
adding Gaussian noise to the hardest negative features. Using
the top N hardest negatives Q̂N , let S4 = {s41, s42, . . . , s4N4

}
be the set of synthetic negatives to be generated. Then a
synthetic negative feature s4k ∈ S4 would be given by:

s4k = ni +N (0, σ2 · I) (7)

where ni ∈ Q̂N and N (0, σ2 · I) represents Gaussian noise
with standard deviation σ (where I is the identity matrix).
The noisy negatives are normalized before being used in the
loss calculation. Noise injection adds Gaussian noise to the
hardest negative features, resulting in a synthetic embedding
with added randomness.

Perturbed synthetic negatives (type 5). For each query q,
we propose to generate N5 hard negative features by perturb-
ing the embeddings of the hardest negative features. Given
the top N hardest negatives Q̂N , let S5 = {s51, s52, . . . , s5N5

}
be the set of synthetic negatives to be generated. Then a
synthetic negative feature s5k ∈ S5 would be given by:

s5k = ni + δ · ∇ni
sim(q,ni) (8)

where ni ∈ Q̂N and sim(·, ·) is the similarity function and δ
controls the perturbation magnitude. The perturbed embed-
dings are then normalized and added to the negative logits.
Perturbation modifies the embeddings of the hardest nega-
tive features based on the gradient of the similarity function,
creating synthetic negatives that are slightly adjusted to be
more challenging for the model.

Adversarial synthetic negatives (type 6). For each query
q, we propose to generate N6 hard negative features by
applying adversarial perturbations to the hardest negative
features to maximize their similarity to the query embed-
dings. Using the top N hardest negatives Q̂N , let S6 =
{s61, s62, . . . , s6N6

} be the set of synthetic negatives to be gen-
erated. Then a synthetic negative feature s6k ∈ S6 would be
given by:

s6k = ni + η · sign(∇ni
sim(q,ni)) (9)

where ni ∈ Q̂N and η controls the perturbation magnitude.
The perturbed embeddings are normalized and added to the
negative logits. Adversarial hard negatives apply adversarial
perturbations to the hardest negative features, specifically
altering them to maximize their similarity to the query em-
beddings, thereby producing the most challenging contrasts.

4.2. Integrating Synthetic Hard Negatives into the
Contrastive Loss

The synthetic hard negatives generated are integrated into
the contrastive learning process by modifying the InfoNCE
loss. Let S =

⋃6
i=1 S

i represent the concatenation of all
synthetic hard negatives, where Si is the set of synthetic
negatives generated by the i-th strategy. This combined set
of synthetic negatives augments the original negatives Q,
providing a more diverse and challenging set of contrasts for
the query. The modified InfoNCE loss is given by:

L(q,k,Q,S) = − log
exp(qT · k/τ)

Z +
∑

s∈S exp(qT · s/τ)
(10)

where Z = exp(qT ·k/τ)+
∑

n∈Q exp(qT ·n/τ), τ is the
temperature parameter,Q is the set of original negatives, and
S is the set of synthetic hard negatives. By incorporating
both real and synthetic negatives, the model is exposed to
a wider variety of challenging examples, which encourages
learning more robust and generalizable representations. The
overall computational overhead of SynCo is roughly equiv-
alent to increasing the queue/memory by

∑6
i=1 Ni ≪ K,

along with the additional cost of generating the synthetic
negatives.

4.3. Discussion on Synthetic Hard Negatives
The following explores the effects of incorporating synthetic
hard negatives on the difficulty of the proxy task and how
they influence the usage of the representation space.

Is the proxy task more difficult? Figure 3 depicts the
proxy task performance for different configurations of
SynCo. We observe that incorporating synthetic negatives
leads to faster learning and improved performance. Each
type of synthetic negative accelerates learning compared to
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the MoCo-v2 baseline, with the full SynCo configuration
showing the most significant improvement (see Figure 5a)
and the lowest final proxy task performance. This indicates
that SynCo presents the most challenging proxy task. This
is evidenced by max ℓ(sik) > max ℓ(nj), where sik ∈ Si

are synthetic negatives and nj ∈ Q̃N are original negatives.
Through SynCo, we modulate proxy task difficulty via syn-
thetic negatives, pushing the model to learn more robust
features.

Evaluating the usage of the representation space. To
assess learned representations, we employ alignment and
uniformity metrics proposed by [46]. These metrics provide
insights into representation space utilization, with alignment
quantifying the grouping of similar samples and uniformity
measuring representation spread across the hypersphere. Fig-
ure 4 presents results for various models using features from
the ImageNet-100 validation set. Our findings demonstrate
that SynCo significantly enhances the uniformity of repre-
sentations compared to MoCo-v2 and MoCHI, indicating
its superior ability to utilize the representation space in the
proxy task. Furthermore, the incorporation of synthetic neg-
atives (types 1 to 6) leads to improved alignment. These
results suggest that SynCo’s approach to synthetic negative
generation and contrastive learning yields more effective and
well-distributed feature representations.

Figure 4. Performance comparison of MoCo-v2, MoCHI, and
SynCo (under various configurations) on ImageNet-100 in terms of
alignment and uniformity metrics. The x-axis and y-axis represent
−Luniform and −Lalign, respectively. The model with the highest
performance is located in the upper-right corner of the chart. We
use K = 65k.

5. Experiments
5.1. Implementation Details
We pretrain SynCo on ImageNet ILSVRC-2012 [11] and
its smaller ImageNet-100 subset [40] for ablation studies

using a ResNet-50 [19] encoder. Our implementation builds
upon MoCo-v2 [9]. For training, unless stated otherwise, we
use K = 65k (K = 16k for ImageNet-100). For SynCo,
we also have a warm-up of 10 epochs, i.e. for the first
epochs we do not synthesize hard negatives. We set SynCo’s
hyperparameters σ, δ, and η to 0.01. For hard negative gen-
eration, we use the top N = 1024 hardest negatives, with
N1 = N2 = N3 = 256 and N4 = N5 = N6 = 64. For
ImageNet linear evaluation, we train a linear classifier on
frozen features for 100 epochs, using a batch size of 256
and a cosine learning rate schedule. Initial learning rates
are set to 30.0 for ImageNet and 10.0 for ImageNet-100. To
evaluate transfer learning, we apply SynCo to object detec-
tion tasks. For PASCAL VOC [13], we fine-tune a Faster
R-CNN [37] on trainval07+12 and test on test2007.
For COCO [30], we use a Mask R-CNN [20], fine-tuning
on train2017 and evaluating on val2017. We employ
Detectron2 [48] and report standard AP metrics, following
[21] without additional hyperparameter tuning. Detailed
implementation details are provided in the supplementary
material.

5.2. Linear Evaluation on ImageNet
We evaluate the SynCo representation by training a lin-
ear classifier on top of the frozen features that were pre-
trained on ImageNet, following the procedure described
in [7, 15, 26, 27, 44] (details in supplementary mate-
rial). SynCo obtains 67.9% ± 0.16% top-1 accuracy and
88.0%± 0.05% top-5 accuracy after 200 epoch pretraining
(Table 1). Specifically, SynCo achieves a +0.4% top-1 accu-
racy improvement over MoCo-v2 and a +1.0% improvement
over MoCHI. While MoCHI, which employs hard negatives,
achieves lower performance than MoCo-v2, our method,
which generates synthetic hard negatives, not only avoids
this drop in performance but actually improves it. SynCo
also surpasses the state-of-the-art methods SimCLR and Sim-
Siam. When training for 800 epochs, SynCo obtains 70.6%
top-1 accuracy (89.8% top-5 accuracy) (Table 2). This repre-
sents a +1.9% improvement in top-1 accuracy over MoCHI.
These results show that SynCo achieves higher accuracy than
its competitors with only a minor computational overhead
for generating synthetic hard negatives, while also enabling
faster training convergence.

5.3. Semi-supervised Training on ImageNet
We evaluate SynCo in a semi-supervised setting using 1%
and 10% of labeled ImageNet data, following protocols from
[7, 15, 27, 44, 55] (details in supplementary material). We
use the same data splits as [7]. Results in Table 3 show
SynCo’s competitive performance. With 1% labeled data,
SynCo achieves 50.8%±0.21% top-1 accuracy and 77.5%±
0.12% top-5 accuracy. Using 10% labeled data, it reaches
66.6% ± 0.19% top-1 accuracy and 88.0% ± 0.10% top-5
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Table 1. Top-1 and top-5 accuracies (in %) under linear evaluation
on ImageNet ILSVRC-2012 with 200 epochs of pretraining using
ResNet-50. Results for SynCo are averaged over 3 runs.

Method Top-1 Top-5

Supervised 76.5 -
PIRL [32] 63.6 -
LA [58] 60.2 -
InfoMin [41] 70.1 89.4
SimSiam [8] 68.1 -
MoCo [21] 60.7 -
MoCo-v2 [9] 67.5 90.1
PCL-v2 [28] 67.6 -
MoCo-v2 + DCL [52] 67.6 -
SimCLR-v2 + DCL [52] 65.8 -
MoCHI [24] 66.9 -
SynCo (ours) 67.9 88.0

Table 2. Top-1 and top-5 accuracies (in %) under linear evalua-
tion on ImageNet ILSVRC-2012 for models trained with extended
epochs using ResNet-50. Results for SynCo are based on 1 run.

Method Epochs Top-1 Top-5

PIRL [32] 800 63.6 -
InfoMin [41] 800 73.0 91.1
BYOL [15] 1000 74.3 91.6
SimSiam [8] 800 68.1 -
SimCLR [7] 1000 69.3 -
BT [54] 1000 73.2 91.0
MoCo-v2 [9] 800 71.1 90.1
MoCHI [24] 800 68.7 -
SynCo (ours) 800 70.6 89.8

accuracy. We observe that despite a lower volume of labeled
data, SynCo competes well with established semi-supervised
methods like SimCLR, BYOL, and Barlow Twins.

5.4. Transferring to Detection
We evaluate the SynCo representation, pretrained for 200
epochs, by applying it to the detection task. We follow
the protocol of [21]. Detailed configurations for object de-
tection experiments are provided in in the supplementary
material. Table 4 presents the results of object detection on
PASCAL VOC and COCO datasets. SynCo displays consis-
tent gains over both the supervised baseline and MoCo-v2.
Specifically, SynCo, surpasses MoCo-v2 and performs on
par with MoCHI in the PASCAL VOC detection task. On
the more challenging COCO dataset, SynCo achieves new
state-of-the-art results in both bounding box detection and
instance segmentation. Additional results comparing SynCo
and MoCo-v2 at different training epochs are presented in
the supplementary material.

Table 3. Semi-supervised learning on ImageNet ILSVRC-2012
with 1% and 10% training examples using ResNet-50. Results for
SynCo are averaged over 3 runs.

Method Epochs Top-1 Top-5

1% 10% 1% 10%

Supervised 25.4 56.4 48.4 80.4
InstDis [49] 200 - - 39.2 77.4
PIRL [32] 800 30.7 60.4 57.2 83.8
SimCLR [7] 1000 48.3 65.6 75.5 87.8
BT [54] 1000 55.0 69.7 79.2 89.3
BYOL [15] 1000 53.2 68.8 78.4 89.0
SwAV [5] 800 53.9 70.2 78.5 89.9
SynCo (ours) 800 50.8 66.6 77.5 88.0

5.5. Ablation Study
We perform ablations studies on ImageNet-100. The results
of our ablations are presented in Figure 5. Our findings
consistently demonstrate that various SynCo configurations
outperform the MoCo-v2 baseline. Additional ablation stud-
ies and analyses are presented in the supplementary material.

Ablation on type of hard negative. We evaluate the im-
pact of each synthetic hard negative type on pretraining. For
this, we select the top N = 1024 hardest negatives and gen-
erate Ni = 256, i = 1, 2, . . . , 6 negatives. We train SynCo
without hard negatives (equivalent to MoCo-v2) for 100
epochs and measure top-1 and top-5 accuracy. Subsequently,
we train SynCo using each type of hard negative individually,
and then using all six types in combination. The results of
these ablations are presented in Figure 5a. We see that every
SynCo configuration outperform the MoCo-v2 baseline.

Ablation on hyperparameters. We conducted ablations
on the parameters σ, δ, and η of SynCo’s type 4, type 5,
and type 6 negatives, respectively. The results, presented in
Figure 5b, show that varying these parameters does not lead
to significant differences in performance. This suggests that
SynCo is robust across a wide range of values for σ, δ, η.

Ablation on queue size. We investigate the effect of queue
size Q on performance. We train SynCo and MoCo-v2 with
reduced queue sizes. Our results, presented in Figure 5c,
reveal that SynCo performs comparably to MoCo-v2 across
various queue sizes. With smaller queues, SynCo underper-
forms compared to MoCo-v2. This can be attributed to the
fact that the total generated synthetic negatives are too hard
for the task and harm performance, a finding that is also
observed in [24]. However, as the queue increases, SynCo
performs on par with MoCo-v2. At the largest queue size
tested, SynCo outperforms MoCo-v2.
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Table 4. Results for object detection on PASCAL VOC and COCO. All models use a ResNet-50 backbone. We report AP, AP50, and AP75,
which are standard COCO metrics. bb denotes bounding box detection, and msk denotes instance segmentation. The values in bold indicate
the maximum of each column. Results for SynCo are averaged over 3 runs.

Method VOC07+12 detection COCO detection COCO segmentation

AP AP50 AP75 AP bb AP bb
50 AP bb

75 APmsk APmsk
50 APmsk

75

Random init 16.8 35.9 13.0 31.0 49.5 33.2 28.5 46.8 30.4
Supervised 53.5 81.3 58.8 38.2 58.2 41.6 33.3 54.7 35.2
InstDis [49] - - - 37.4 57.6 40.6 34.1 54.6 36.4
PIRL [32] 55.5 81.0 61.3 38.5 57.6 41.2 34.0 54.6 36.2
InfoMin [41] 57.6 82.7 64.6 39.0 58.5 42.0 34.1 55.2 36.3
SwAV [5] 56.1 82.6 62.7 38.2 58.2 41.3 33.8 55.2 35.9
SimSiam [8] 57.0 82.4 63.7 39.2 59.3 42.1 34.4 56.0 36.7
BT [54] 56.8 82.6 63.4 39.2 59.0 42.5 34.3 56.0 36.5
MoCo [21] 55.5 81.5 61.3 38.5 58.3 41.6 33.6 54.8 35.6
MoCo-v2 [9] 57.0 82.4 63.6 39.0 58.6 41.9 34.2 55.4 36.2
MoCHI [24] 57.5 82.7 64.4 39.2 58.9 42.4 34.4 55.5 36.6
SynCo (ours) 57.2 82.6 63.9 41.0 60.6 44.8 35.7 57.4 38.1

(a) (b) (c)

Figure 5. Ablation studies on ImageNet-100 in terms of Top-1 and Top-5 accuracies (in %). (a) Performance comparison of different types
of hard negatives. (b) Performance comparison of different values for σ, δ, and η on SynCo’s type 4, type 5, and type 6 hard negatives,
respectively. (c) Comparison of SynCo and MoCo-v2 across different queue sizes. For all ablations we use K = 65k.

6. Conclusion

This paper introduces SynCo, a novel approach to contrastive
learning that leverages synthetic hard negatives to enhance
visual representation learning. By generating diverse and
challenging negative samples on-the-fly, SynCo addresses
the limitations of existing methods in maintaining a pool
of effective hard negatives throughout training. Our com-
prehensive experiments demonstrate that SynCo not only
accelerates the learning process but also leads to more ro-
bust and transferable representations. The effectiveness of
SynCo is evidenced by its superior performance across vari-
ous benchmarks, including linear evaluation on ImageNet,
semi-supervised learning tasks, and transfer learning to ob-
ject detection on PASCAL VOC and COCO datasets.

While our experiments primarily utilized the MoCo
framework, the proposed hard negative generation strategies
are general and can be applied to any contrastive learning
method that benefits from hard negatives, including SimCLR

[7], CPC [44], PIRL [32], and others [12, 25, 42, 47, 51].
These methods, which employ the InfoNCE loss function
(or its variants [7, 12]) and instance discrimination as the
pretext task, can benefit from the enhanced hard negative
generation strategies proposed by SynCo. The introduction
of synthetic hard negatives can provide these methods with
more challenging, informative contrasts, potentially leading
to better feature representations. Also, SynCo’s applicability
extends beyond visual representation learning. The concept
of hard negatives can be applied to various domains such
as natural language processing, audio processing, and other
areas where contrastive learning is relevant.
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